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Abstract. The prospect of quantum computing with a potential exponential speed-up
compared to classical computing identifies it as a promising method in the search for alternative
future High Energy Physics (HEP) simulation approaches. HEP simulations, such as employed
at the Large Hadron Collider at CERN, are extraordinarily complex and require an immense
amount of computing resources in hardware and time. For some HEP simulations, classical
machine learning models have already been successfully developed and tested, resulting in several
orders of magnitude speed-up. In this research, we proceed to the next step and explore whether
quantum computing can provide sufficient accuracy, and further improvements, suggesting it as
an exciting direction of future investigations.

With a small prototype model, we demonstrate a full quantum Generative Adversarial
Network (GAN) model for generating downsized eight-pixel calorimeter shower images. The
advantage over previous quantum models is that the model generates real individual images
containing pixel energy values instead of simple probability distributions averaged over a test
sample.

To complete the picture, the results of the full quantum GAN model are compared to hybrid
quantum-classical models using a classical discriminator neural network.

1. Introduction

The full quantum Generative Adversarial Network (qGAN) model consists of a generator and
a discriminator, both of which are variational quantum circuits [1] with trainable parameters.
While hybrid quantum-classical GAN models have been well studied, successfully operating full
qGAN models are still rare in the literature due to the complexity of the implementation and
difficulties in training towards convergence. For example, Ref. [2] proposed a full qGAN model
that can generate quantum states with a high fidelity. Another work, Ref. |3] introduced a full
qGAN that can be trained with a limited number of samples.

The use case to which we apply the full qGAN model in this study is the calorimeter
detector simulation, employed in HEP researches to measure the energies of particles [4]. The
preprocessed training and test data sets contain both approximately 1000 simplified eight pixel
images and are available at Ref. [5]. The data sets were generated by the Geant4 tool [6] for
primary particle energies between E € [225,275] GeV. The model utilizes angle encoding [7],
which has a linear scaling from the number of image pixels to the number of qubits. Here, eight
qubits are required in the quantum circuits.
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Figure 1. The full qGAN training circuits: (left) the circuit for generator and discriminator
training with fake images. (right) The circuit for discriminator training with true images, where
only the discriminator part and not the generator part is needed.

This paper comprises: an introduction to the model and the quantum circuit architecture, the
encoding and decoding, and the training parameters. Then, the full qGAN model is evaluated
in training and inference. Finally, the full GAN is compared to a hybrid model to compare the
expressive power of quantum circuits to classical neural networks.

2. Description of the Full Quantum GAN Model

The full qGAN model follows the adversarial training approach of classical GANs, described
in Ref. . Since our model is fully quantum, it uses a quantum generator and a quantum
discriminator circuit. The states of all qubits are initialized in the |0) basis state, followed by a
Hadamard (H) gate to initiate superposition, as shown in figure [1] (left). Random Y-rotational
(RY') gates with parameters Q € [—1, 1] are used to generate noise and create individual images.
The gate angles €2 are scaled by pixel standard deviations for accurate pixel energy variations,
and a random factor between [-1/4, 1/4] accounts for primary particle energies.

2.1. Training with Fake Images

In the implementation of the full qGAN model, the two circuits — generator and discriminator
— are directly connected to train on fake images or to train the generator. Both circuits use the
same qubits and can be combined into one large circuit, as visualized in figure [II Therefore,
no intermediate measurement is required between the generator and discriminator. This is an
enormous advantage of the full qGAN model compared to hybrid approaches, since intermediate
measurements can distort the result. This happens, for example, due to readout errors or due
to the fact that the measurement operation is only an approximation to the probability vector
of a quantum state instead of providing a precise result.

The MERA-upsampling (MERA-up) circuit architecture is employed for the generator and
the MERA-downsampling (MERA-down) architecture for the discriminator, as shown in figure
Both circuit architectures are fractions from the Multi-scale Entanglement Renormalization
Ansatz (MERA) introduced in Ref. [9]. The main components for the circuits are two-qubit CX
entangling gates to connect the qubits, and single qubit RY gates with trainable parameters
0. In the MERA-up generator, the information from one qubit is upsampled to the others,
and in the MERA-down discriminator, the information from multiple qubits is compressed or
downsampled into one qubit, which is eventually measured and compared to classical data.
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Figure 2. (left) The MERA-upsampling quantum circuit used as a generator and (right) the
MERA-downsampling quantum circuit used as a discriminator.

This concept is similar to the one used in conventional machine learning generative models with
neural networks, for example GANs [8]. The measurement result of the discriminator qubit
corresponds to the True/Fake probability. When |0) is measured, the image corresponds to a
fake image, and when |1) is measured, it corresponds to a true image. The True/Fake probability
is obtained by measuring the discriminator output for multiple shots and averaging the result.
The True/Fake loss is calculated by the binary cross entropy loss, as described in Ref. . To
confuse the discriminator, the labels of the true and fake images are swapped when training the
generator.

2.2. Training with True Images

To train the discriminator with true images, the generator is not required and the images from
the classical training set must be encoded into quantum images. For this purpose, angle encoding
with the rotation angles 6 is employed, as visualized in the circuit in figure [1| (right). The angle
encoding process for a single qubit is visualized in figure [3| (left) and described in the following.
The minimum energy (Ep,i, = 0MeV) is set to the |1) state at the bottom of the Bloch sphere
and the maximum energy E,q, = 0.6 MeV is set to the |0) state at the top. The angle 6 acts in
the x-z-plane of the Bloch sphere and is defined as zero in the |+) state.
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Figure 3. (left) The angle encoding from classical to quantum data and (right) the decoding.

For the encoding of the true images: first, a H-gate is applied to initiate superposition. Next,
one RY-gate is placed. The rotational angle € of the RY -gate correlates with the encoded pixel



energy value. The transformation of the pixel energy E into the angle § is performed with:
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2.8. Creating Shower Images for Inference

For running inference, the outputs of all qubits of the generator circuit are measured directly to
make them visible, and no discriminator is required. For decoding the measurements into energy
values, the circuit must be executed for multiple shots and the number of |0) state measurements
is counted. This allows the intersection I of the vertical axis on the Bloch sphere (z-axis) to be

calculated:
counts(|0))

number of shots’

I= 2)

The calculated intersection [ is transformed to the angle 6 using trigonometric functions by:
0 = arcsin(/). The figure [3| (right) shows an example state ¥ with its intersection I and the
corresponding angle . The back transformation of the angle 6 into an energy is done with
resolving equation [I] for the energy E:

9 - emax
E= 5.0, - Eraz- (3)
3. The Adversarial Training of the Full Quantum GAN Model
Separate generator and discriminator learning rates are employed by empirical experience: the
generator learning rate 0.02 and the discriminator learning rate 0.04 are chosen. The training
converges much faster when the discriminator is trained more frequently than the generator. A
similar observation was made for a hybrid qGAN model in Ref. [10]. In the full qGAN model, the
discriminator is trained five times at each optimization step, followed by one generator training.
The model is trained for 1000 epochs, where one epoch contains eight optimization steps (batch
size of eight). The generator and discriminator employ two distinct exponential learning rate
decays: the learning rate decay for the generator is 0.006 and for the discriminator 0.007.
Training and inference use 1024 shots. The hyperparameters are found by hyperparameter
searches using the Optuna [11] library and empirical testing.

Two-sided label smoothing is applied during training: true labels 1 are smoothed to 0.9
and fake labels 0 to 0.1. This improves training convergence and the achieved accuracy. All
rotational parameters are initialized with zeros to provide a stable training start point. The
SPSA optimizer [12] is used for calculating the parameter update.

3.1. Training Evaluation of the Full Quantum GAN

Figure [4] (left) visualizes the statistics of 20 training trials (repeating the training with the same
hyperparameters) with the average MSE as the accuracy metric. The MSE is computed pixel by
pixel between the training and the generated images. Due to the hyperparameter optimization,
the mean value (blue solid line) converges quickly and remains at a stable level. The standard
deviation (light blue band) is narrow, and the best trial (green solid line) shows little oscillations.
All these factors indicate a smooth, stable and successful training.

Next, the characteristic training losses of the best trial are shown in figure 4| (top right).
Plotted are: the generator loss (red), the discriminator true loss (blue), the discriminator fake
loss (orange) and the summed discriminator losses (green). Due to the zero initialization of
the circuit parameters, the composite discriminator loss is lower than the generator loss in the
first epochs. In the following epochs, the losses converge to increasingly similar values, resulting
in a good training convergence. Moreover, the losses remain stable towards the end of the
training due to the learning rate decay. Between the single epochs, the losses oscillate in a
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Figure 4. (left) The MSE accuracy metric is plotted as a function of the training epochs
for 20 trials. (top right) The characteristic training losses of the best trial. (bottom right)
The generated average shower image in inference. The box shows the mean MSE, its standard
deviation (STD) and the MSE of the best trial of the last training epoch.

larger range, likely due to the small number of batches. A larger number of batches per epoch
would potentially smooth the losses.

3.2. Inference Fvaluation Quantum GAN

To evaluate the inference accuracy, the same number of images is generated as in the Geant4
test set. As a first accuracy metric, the average shower image of the best trial is provided in
figure [4] (bottom right). It can be observed that the full qGAN model can accurately reproduce
the average shower image of Geant4 with an overall MSE of: MSE = 1.77 4+ 1.46.

4. Hybrid Quantum-Classical Model for Comparison

In a final test, a hybrid qGAN combining the MERA-up quantum generator with a classical
discriminator is investigated. This comparison could enable to observe possible advantages of
the quantum behavior over the classical behavior, or vice versa. The classical discriminator
is constructed with fully connected layers. Three discriminator sizes S, M and L are tested:
small (S: 153 trainable parameters), medium (M: 433 trainable parameters) and large (L: 1889
trainable parameters). The hyperparameters of all the hybrid qGAN model that achieve training
convergence are: the generator learning rate 0.01, the discriminator learning rate 0.006 and
a joint learning rate decay 0.006. The training comprises 1000 epochs, each containing one
optimization step. The generator and discriminator are equally optimized once per training
step.

4.1. Training Fvaluation Hybrid ¢gGAN

Ten training trials are performed for each of the three models, and shown in figure [5| (left).
The average MSE converges for all models to stable results: towards the end of the training, the
hybrid M model converges to the lowest MSE (MSE = 1.5042.15), which corresponds to the best
accuracy. The reason why the S (MSE = 6.65+3.11) and L (MSE = 3.804+4.32) models perform
worse is due to the GAN principle: in the adversarial training, the best accuracy is obtained
when the generator and discriminator model are balanced. Because the L (S) discriminator
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Figure 5. (left) The MSE is plotted as an accuracy metric as a function of the training epochs
for the three hybrid qGAN models. (right) The average shower shape plot generated by the
hybrid M qGAN model of the best trial.

outperforms (underperforms) the generator, the accuracy becomes worse. The M model exhibits
a representational power that matches best the one of the generator.

4.2. Inference FEvaluation Hybrid ¢qGAN

Figure |5 (top right) displays the average shower image for the best hybrid M model. It agrees
well with the Geant4 prediction. Since the accuracy of the full qGAN model (MSE = 1.77+1.46)
is very similar to the best hybrid model M (MSE = 1.50 4 2.15), the representational power of
the two discriminator models, the full quantum and the hybrid, can be considered approximately
similar within the given statistics. This means that the MERA-down discriminator quantum
circuit architecture with only 20 trainable parameters performs equally well to a classical neural
network with more than 400 trainable parameters. This rises the question if variational quantum
circuits requiring far fewer trainable parameters are able to achieve the same representational
power as neural networks? Similar results are observed in related studies. For example, in
Ref. and Ref. , it is claimed that quantum circuits have a higher storage and modelling
capacity as well as a better computational efficiency than neural networks because they employ
quantum principles. It should be noted that both the full GAN and the hybrid qGAN models
are unable to reproduce the more sophisticated physics accuracy metrics beside the average
shower image, for example the pixel-wise correlation patterns.

5. Discussion and Conclusion
In this paper, a full qGAN model was developed and trained as a proof of concept. The trained
model was able to accurately reproduce the average shower image.

For comparison a hybrid qGAN was trained with three discriminator sizes in terms of number
of parameters. Only the hybrid model with the medium discriminator size was able to achieve
similar MSE values as the full qGAN. Training with the small and large discriminator produced
worse results due to an imbalance of the power between the generator and discriminator models.

It is worth noting, that the full qGAN model with only 20 parameters accomplished a
statistically similar good accuracy than the hybrid model M with 433 parameters. This result
encourages to pursue this approach further towards larger models and increasing statistics.
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