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We present Qibosoq, an open-source server-side software package designed for radio frequency sys-

tem on chip (RFSoC) for executing arbitrary pulse sequences on self-hosted quantum processing units.

Qibosoq bridges the RFSoC firmware provided by Qick, a Quantum Instrumentation Control Kit, with

Qibo, a quantum computing middleware framework. It enables experimentalists and developers to del-

egate all complex aspects of client-server communication protocols to the library, implementing tests

and validation protocols. The client-side integration is achieved with dedicated drivers implemented

in Qibolab, the specialized software module of Qibo for quantum hardware control. Therefore, this

setup provides a seamless mechanism to deploy circuit-based algorithms on custom self-hosted quantum

hardware platforms controlled by RFSoC electronics. We first describe the status of all components of

the software package, then we show examples of control setup for superconducting qubits platforms.

Finally, we present successful application results related to RFSoC performance and circuit-based al-

gorithms.
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I. INTRODUCTION

The control of superconducting qubits and other quan-

tum technologies requires instruments and software drivers

for the generation and modulation of arbitrary pulses in the

microwave radio frequency range [1]. With qubits being

extremely delicate systems, reliable and efficient control

electronics are mandatory for the successful operation of

quantum hardware [2].

Nowadays, one of the major challenges of research in-

stitutions is to identify the proper set of instruments with

the desired specifications and performance for quantum

technologies. In the last decade, new proprietary com-

mercial products dedicated to quantum computing have

been released, some examples include Qblox [3], Quan-

tum Machines [4], Zurich Instruments [5] among others.

Despite the interest from manufacturers in commercializ-

ing expensive ready-to-run solutions, experimental labora-

tories still have to face the issue of acquiring instruments

which are in continuous improvement in terms of firmware

and software, therefore customers might participate indi-

rectly as co-developer by providing feedback, testing and

waiting for improvements. This situation is not ideal be-

cause it increases the required manpower and time of a

research team. Therefore, with commercial instruments

that did not yet reach fully stability, there is still an ad-

vantage in looking into lower-level electronics and open

firmwares/softwares for qubit control, in order to provide

more accessible tools to the research community.

Radio Frequency System on Chip [6–9] (RFSoC) FPGA

(Field Programmable Gate Arrays) is a low-cost hardware

alternative which provides flexible development of firmware

and software related to quantum technologies. The re-

search community has already achieved open-firmware for

quantum applications through the Qick (Quantum Instru-

ment Control Kit) project [10], that enables the use of
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FIG. 1. Deployment pipeline from Qibo to the quantum pro-
cessing unit (QPU). Qibosoq can also be used as a standalone
server library, the objects in the dashed area are optional and
only required to connect Qick and Qibosoq with Qibo.

RFSoCs to generate the sequences of pulses required for

controlling and reading out qubits. Moreover, Qick also

provides a higher-level Python library that eases the exe-

cution of pulses.

In this manuscript, we present for the first time

Qibosoq [11], an open-source software package which un-

locks Qick’s potential to execute quantum algorithms on

self-hosted quantum hardware platforms through Qibo, a

quantum computing framework [12–15] and its hardware

module Qibolab [16]. Qibosoq provides a dedicated appli-

cation programming interface (API) for sending arbitrary

pulses sequences to the Qick firmware. Qibosoq has both

a server component, running on the RFSoC along with

Qick, and a remote client that can be attached to Qibolab

or potentially other higher-level softwares. In Figure 1 we

show a schematic view of the software stack from the

quantum processing unit (QPU) to Qibo. The full pipeline

is required for the execution of quantum circuit algorithms.

The user can also use directly Qibolab for setting up ex-

periments related to pulse generation. The stack is de-

signed in a modular way, therefore Qibosoq can also be

used as a standalone server application which runs on RF-

SoC FPGA boards opening the possibility to interface Qick

with multiple experimental configurations.

The paper is organized as follows. In Section II we de-

scribe a detailed overview of the Qibosoq library for ver-

sion 0.1.0. In Section III we show performance benchmark

results and example results of calibration experiments. Fi-

nally, in Section IV we draw our conclusion and discuss

about future development directions.

II. METHODOLOGY

In this section, we will provide a brief overview of the

current status of the Qick project. We will then delve into

the specifics of Qibosoq, including its internal layout and

the comprehensive set of supported features.

A. The QICK project

The Qick project was introduced in 2022, providing an

open source qubit controller based on the Zynq Ultra-

Scale+ Xilinx ZCU111 [17] evaluation board, supporting

direct radio frequency (RF) synthesis up to 6 GHz via

the XCZU28DR RFSoC. It consists of a custom FPGA

firmware and a Python library for coding experiments.

The firmware enables the use of the RFSoC’s digital-

to-analog converters (DACs) as arbitrary waveform gener-

ators for RF pulses and facilitates fast and precise acqui-

sitions through the analog-to-digital converters (ADCs).

Additionally, it features a custom timed-processor (tPro-

cessor) that allows users to program sequences of timed

pulses and loops using an assembly-like language.

Since its initial presentation, the Qick firmware has un-

dergone several updates and now supports the evaluation

boards RFSoC4x2 [18] and ZCU216 [19] as well, mounting

respectively the XCZU48DR and XCZU49DR chip. New

firmware versions have been developed with support for

multiplexing, enabling readouts on different qubits coupled

to the same line using the same DAC and ADC. Moreover,

the team is still exploring new functionalities, including res-

onator simulators on the FPGA.

The role of the software side of Qick is to eliminate the

need for writing experiments directly in the tProcessor lan-

guage. Instead, it provides a more user-friendly approach

by allowing users to write experiments in the Python pro-

gramming language It accomplishes this by offering helper

functions and program templates that streamline the cod-

ing experience for users, while still leveraging the capabili-

ties of the tProcessor.

Qick is currently used in different labs around the world,

with application in different technologies such as supercon-

ducting qubit control, entangled photon pair generation,

and SNSPD (Superconducting Nanowire Single-Photon

Detectors) readout. Several experiments have been al-

ready published using the Qick to control superconducting

quantum hardware [16, 20–24].

The introduction of Qick has already proven to be ben-

eficial for researchers in developing custom solutions for

qubit control. However, from a usability perspective, there

are still limitations. For example, to fully utilize the tPro-

cessor’s functionalities, users are required to write low-level

code, even when using the Python API. This entails man-

aging memory, registers, and other low-level aspects, which

can be cumbersome and error-prone for users. Moreover,

Qick operates at a pulse-level abstraction, and while this

makes it a powerful tool for controlling quantum systems

and executing pulse-based experiments, it is not directly

suitable for quantum computing applications that rely on
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gate-based circuits.

In this context, Qibosoq plays an important role by lever-

aging the existing Qick software and firmware to simplify

the coding of quantum computing experiments in the tPro-

cessor language. It offers a more user-friendly interface, al-

lowing researchers to focus on their experiments, abstract-

ing away the low-level details of the tProcessor. The ex-

periments defined are still just based on pulses, but since

Qibosoq is natively integrated with the Qibo framework,

performing circuit-based experiments become straightfor-

ward through Qibolab. Moreover, Qick becomes also con-

nected with Qibocal [25] that enables simplified and auto-

mated qubit calibration. Lastly, it is possible to use directly

Qibo to execute algorithms, that are first converted into

pulses by Qibolab and then executed on the RFSoC us-

ing Qibosoq. Overall, the connection between Qibosoq

and Qibo extends the capabilities of Qick, enabling users

to work at both the pulse-level with additional tools and

gate-level abstractions.

B. Networking

The boards supported by Qick share a common archi-

tecture, that includes an on-board CPU, beyond the ac-

tual FPGA device. This design makes them independent,

not requiring a further processor to execute applications.

Qick itself is organized to run on this embedded processors,

based on Pynq [26] structure.

However, the typical QPU user will not have direct ac-

cess to the board, writing or loading its software there, but

the access will be granted through a network. For this rea-

son, since Qibosoq is already operating at a higher level

than Qick, it is worth to take into account the networking

part, controlling the communication between the board and

the end user, making it as simple as possible, while flexible

enough to support many different kinds of applications.

The communication layer can happen at different levels,

e.g. it could transfer entire executables and run them on-

board or transmit just minimal set of instructions. This

might be advantageous to allow lower level access to the

user, thus being free to access primitives from the pro-

gramming language and Qick library. But this is not the

typical use case, since most of the QPU operations share

a common layout.

Recognizing the common elements allows us to factorize

them out from the multiple applications into a single library,

reducing duplication and simplifying the applications devel-

opment. Furthermore, restricting the applications’ degrees

of freedom reduces the amount of information that has to

be transferred on the network. These considerations led

the design of Qibosoq and its own internal language for

experiments description.

In this matter, there are other two considerations that

is worth taking into account. One is related to the avail-

able on-board CPUs, the other to a partial current Qick

limitation.

When taking into account where to run the application

bulk, the nature of the application itself has to be exam-

ined. Some applications require to run just QPU experi-

ments and collect their data, for further elaboration later

on. This kind of application is QPU-bound, and it has

very limited requirements in terms of classical processing.

However, more hybrid applications are also possible: a typ-

ical example being a Quantum Machine Learning (QML)

with classical optimization, where the QPU usage is inter-

leaved with classical computation. When coming to hybrid

applications there are two competing factors: latency and

performances. Limiting possible applications to run on the

on-board CPUs it would not scale, i.e. it would not allow

to keep good performances for increasingly larger problems

(as compared to the time required for execution on other

commonly available hardware), becoming soon the main

bottleneck. On the other hand, off-loading the computa-

tion to a separate machine introduces

communication latency during the application execution.

The chosen trade-off in Qibosoq values more the potential

application scaling, giving it the flexibility to support arbi-

trary kinds of hybrid applications, at the expense of time

performances. This takes into account the current limited

performances of the on-board CPUs. For instance, the Xil-

inx [27] boards feature ARM Cortex-A53 processors, which

are considerably slower even than processors found in most

modern laptops. In future, different type of boards might

become available, and they could be developed having in

mind quantum hybrid applications. Or the communication

with an external processors might improve, not relying on

a LAN but making use of local buses, like Peripheral Com-

ponent Interconnect (PCI). Qibosoq approach is easily ex-

tendable to this improved scenarios, in which the same (or

similar) internal language could be maintained, just acting

on the communication layer implementation.

Instead, the second consideration is purely technical:

each experiment in Qick requires a certain common ini-

tialization. Repeating this initialization has two main draw-

backs, since on the one side it requires to pay every time

the performance cost, and on the other it resets the ADCs

and DACs clocks, thereby introducing a random phase be-

tween them, and consequently loosing phase coherence

between experiments. This phase coherence is critical in

quantum computing applications as it allows for qubit cal-

ibration to be maintained between executions, eliminating

the need of a partial recalibrating every run. Because of

this, it is necessary to keep a Qick instance alive between

multiple user connections. This limitation requires to have

at least a minimal server running on board. While Qick

already provides a way of solving this problem, leveraging
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the Pyro4 library that is used to send the required objects

through a network, it is still designed as an on-board soft-

ware and the integration is not straightforward. Qibosoq

is built as an alternative to this solution to make it easier

to control Qick remotely, while also simplifying its control

and integrating it with Qibo. In this sense, Qibosoq is

just an extension of Qick, offering a higher level interface,

preferable for the end user applications development.

It is relevant to note that, despite having discussed of

user applications until here, a Qibosoq user might also

be a higher level library, dealing with some kind of task

involving QPU execution. Qibolab and Qibocal are two

examples of this layout, and they showcase the flexibility of

Qibosoq, to support arbitrary execution through an RFSoC

controller. In particular, Qibolab also allows the execution

of arbitrary circuits, described in the Qibo language, and

shows how it is possible to deal with the transpilation and

experiment preparation on the Qibosoq client side, making

use of arbitrary classical resources. Instead, Qibocal is a

perfect example of how multiple clients can share the same

server, since its calibration routines are all potentially in-

dependent, and being executed as fully separate programs.

The only requirement to interface with the Qibosoq server

is to describe the final QPU execution using Qibosoq prim-

itives, and finally establish a connection to the server.

C. Qibosoq layout

Qibosoq exposes various tools and abstractions to the

user: the programs, representing Qick programs, and

eventually taking care of the experiment compilation into

the tProcessor language, the components, high-level

structures used in the programs construction, the server

implementation, and client utilities, to manage the com-

munication.

The programs bridge the gap between the high-level

interfaces (components) and the low-level execution on

quantum hardware. Eventually, only two distinct programs

are directly used, but the full hierarchy (presented in Fig-

ure 2) also includes intermediate abstractions. Considering

all layers, the defined programs are:

• the abstract base program, that contains functions

shared among all possible experiments and execu-

tions. It serves as the foundation for all the other

Qibosoq programs;

• the abstract flux program, that collects the addi-

tional elements required for controlling flux-tunable

qubits. In addition to the functionalities defined in

base, it includes support for bias voltages and fast

DC (direct current) pulses;

• the sequences and sweepers programs that contain

the different elements used, respectively, in the exe-

cution of fixed parameters pulse sequences and real-

time sweeps. They inherit all the functionalities de-

fined in base and flux, while also being specific imple-

mentations of Qick classes: the AveragerProgram

and the NDAveragerProgram.

With this set of programs it is possible to define a large

variety of experiments. Indeed, the number of drive pulses,

of readouts and flux pulses, is only limited by the on-board

available memory. And various acquisition modes are avail-

able for all the combinations of pulses. Moreover, using

sweepers it is possible to speed up real experiments, tak-

ing the best out of the tProcessor speed.

The components play the crucial role of establishing a

common language for communication, easing the imple-

mentation of a Qibosoq client in Qibolab or by other par-

ties. The main elements defined within the components

submodule include:

• the Config object that contains essential general in-

formation required for executions. This includes the

number of software and hardware repetitions, delay

between repetitions (to ensure qubit relaxation), and

whether to average the results among repetitions or

not;

• the Pulse base object that serves as the foundation

for different implemented pulse shapes. Rectangu-

lar, Gaussian and DRAG [28] pulses are natively sup-

ported, as well as custom waveform shapes defined

by their ”in-phase“ and ”quadrature“ (IQ) [29, 30]

values;

• the Qubit object that holds information about any

necessary bias required for operating it;

• the Sweeper and Parameter objects that are used

to describe real-time on-hardware scans.

The last two fundamental elements are the client and

the server. The client is composed of a set of tools used to

connect to the server, convert components into a serialized

form, and send them following the Qibosoq communica-

tion protocol. The server implements the on-board server,

continuously listening for connections, and executing re-

ceived instructions by initializing and running the required

programs on the quantum hardware.

More details on the communication protocol will be given

in the next section.

D. Serialization and communication protocol

To run an experiment, users in the client define instruc-

tions using Qibosoq components, describing the experi-

ment to be executed. These instructions are then sent to
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FIG. 3. Schematic of the communication protocol.

the server using the Transmission Control Protocol (TCP)

for communication. TCP was chosen for its reliability [31],

since it ensures data integrity, preventing any loss during

transmission. Additionally, its session-based protocol suits

Qibosoq’s requirements by disallowing multiple concurrent

executions, ensuring smooth and well-controlled communi-

cation between the server and potentially multiple clients.

While the server is composed only of Qibosoq code, the

client can be part of very different frameworks or even be

just a standalone script, as long as it sends to the server

the expected commands in the expected format, Qibosoq

will work properly. Through the client module, Qibosoq

offers some helpers to make following the communication

protocol easier.

The Qibosoq communication protocol is schematically

presented in Figure 3.

The first step in the process is defining the experiment

to be executed, utilizing the Qibosoq components:

operation: Qibosoq supports different execution modes

that can be selected through a specific component.

These modes enable the execution of different type

of experiments:

• fixed-parameters experiments defined as a se-

quence of pulses.

• varying-parameters experiments defined using a

combination of sequence of pulses and sweep-

ers.

• raw acquisition experiments, where the raw sig-

nal (after demodulation) is acquired without in-

tegration.

configuration: a Config object with general experiment

parameters;

sequence: a list of pulses that describe the experiment, in-

cluding control, flux, and readout pulses for perform-

ing measurements. Each pulse contains information

about its shape, frequency, and start time.

qubits: a list of qubit objects.

sweepers: a list of sweepers, only required for real-time pa-

rameter scans on the FPGA logic. The sweepers can

act on multiple parameters simultaneously or update

them sequentially, enabling exploration of all combi-

nations of chosen parameters during the experiment.

This set of instruction provides a comprehensive descrip-

tion of the experiment to be executed and offer a flexibility

that can accommodate various qubit-related experiments.

The first step ends with the serialization, where the in-

structions are first dumped in the JSON format and then

encoded into bytes using UTF-8.

Then, a connection is established between the client and

server. Following the TCP three way handshake, a first

packet containing a 32-bit integer (four bytes) is sent. This

integer represents the byte-size of the instructions to be

transmitted immediately afterward.

Upon receiving and de-serializing the commands, the

server initializes the required program based on the speci-

fied operation parameter. After executing the experiment,

the server sends back the results, comprising acquired “i”

and “q” values, through the same TCP connection to the

client.

Once the client receives all the data, the connection is

closed, and the server returns to waiting for new com-

mands.

Note that, while Qibosoq already provides a client that

takes care of implementing this communication protocol,

it does not strictly require its use, and potentially other

clients could implement the same protocol and interact

with the Qibosoq server part.
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Feature Qick Qibolab Qibosoq

Arbitrary pulse sequences

Arbitrary waveforms

Multiplex readout a

Feedback

RTS frequency drive

RTS frequency readout a

RTS amplitude

RTS duration b

RTS start

RTS relative phase

RTS N-Dimensional

Hardware averaging

Singleshot (No Averaging)

Integrated acquisition

Classified acquisition

Raw waveform acquisition

a Special firmware available from Qick under request
b Supported for specific pulse shapes

TABLE I. Main features and limitations of Qick, Qibosoq and
Qibolab compared. The features denoted by “ ” are sup-
ported, “ ” means not supported and “ ” under develop-
ment.

E. Features and limitations

Qibosoq abstracts a higher-level interface over the Qick

primitives, and its current main purpose has been to serve

Qibolab, despite not being restricted to it. Therefore,

it is relevant to be aware of the present limitations of

these related libraries when approaching Qibosoq, and how

Qibosoq itself is affected by them.

In Table I a small comparison of the main features sup-

ported by Qick, Qibosoq and Qibolab are presented.

The following is a description of the features presented

in Table I.

Arbitrary pulse sequences: the capability of executing ar-

bitrary pulse sequences.

Arbitrary waveforms: the capability of executing pulse

waveforms of arbitrary shape. All the three libraries

have a set of pre-defined waveforms, but for applica-

tions of optimal control it is critical to define custom

shapes.

Multiplexed readout: allows playing and acquiring mul-

tiple multiplexed pulses through the same line. It

is particularly useful for multi-qubit chips where the

readout line is commonly shared among multiple

qubits.

Feedback: the capability of executing conditional pulses,

depending on the result of a measurement. This

feature is required for live error correction schemes

and, being already supported by the Qick logic, is

under development in Qibosoq.

RTS frequency drive: RTS (Real Time Sweeper) refers

to the capability of executing a pulse sequence mul-

tiple times with different values of, in this case, the

frequency of a drive pulse. This feature facilitates

faster qubit characterization and experiments.

RTS frequency readout: real-time sweeping of the fre-

quency of a readout pulse.

RTS amplitude: real-time sweeping of the amplitude of a

pulse.

RTS duration: real-time sweeping of the duration of a

pulse.

RTS start: real-time sweeping of the start time of a pulse.

RTS relative phase: real-time sweeping of the relative

phase of a pulse.

RTS N-Dimensional: the capability of combining N RTS

scans on different parameters.

Hardware averaging: the capability of repeating the same

experiment multiple times and obtain, directly from

the device, averaged results.

Singleshot (No Averaging): the capability of obtaining

from the devices all the non-averaged results.

Integrated acquisition: the capability of acquiring com-

plex signals with IQ components demodulated and

integrated for the measuring time.

Classified acquisition: the capability of performing 0-1

state classification after the integrated acquisition.

Raw waveform acquisition: the capability of acquiring

non-integrated IQ waveform values.

This selection of features, commonly used in standard

qubit experiments, are all supported by Qibosoq, with the

notable exception of the feedback feature that is under

development.

Using Qibolab, is also possible to access all of these

features with the sole exception of sweepers on multiple

different parameters with concurrent updates, that is also

currently under development. This limitation, however, is

outweighted by what Qibolab provides, in particular with

the integration in the Qibo framework: a way of deploy-

ing algorithms and programs written in the form of cir-

cuits directly to Qibosoq and to the RFSoC. This is not

supported, natively, neither by Qibosoq and by Qick that

both work only at the pulse level, but it becomes possible

through the Qibolab driver for Qibosoq.
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ZCU111 RFSoC4x2 ZCU216

Physical DACs 8 2 16

Qick activated DACsa 7 2 7

DAC sampling rate [GSPS] 6.554 9.85 9.85

Physical ADCs 8 4 16

Qick activated ADCsa 2 2 2

ADC sampling rate [GSPS] 4.096 5 2.5

a These numbers are related to the standard available firmware,

they can vary with other firmwares.

TABLE II. Outline of the RFSoCs supported by Qibosoq and
their characteristics.

Some more limitations come directly from the hard-

ware. Qibosoq is compatible with all the boards sup-

ported by Qick, namely the RFSoC4x2, the ZCU216 and

the ZCU111. In Table II, the three RFSoCs are presented

along with some details.

Note that, to control flux-tunable qubits, the companion

boards included in the standard Xilinx kits are not sufficient,

since they usually include also baluns on the single-ended

outputs/inputs connected to the DACs and ADCs that

filter the DC currents required for controlling the qubits.

This problem can be solved by using the available differ-

ential outputs along with some differential amplifiers (as

Texas Instruments THS3217 [32]) to convert the signal

from double to single-ended or with the use of custom

companion boards [8, 10].

III. RESULTS

All the experiments presented in this section were per-

formed using Qibocal, the runcards required to reproduce

them are available at [33].

A. Cross-platform benchmark

We tested Qibosoq using the Qibolab API, benchmark-

ing its speed on different RFSoCs and against commercial

instruments (Quantum Machines, QBlox and Zurich In-

struments). The tested boards were the three Xilinx boards

supported by Qick, better detailed in Table II. For better

significance, in the plots only the results of Quantum Ma-

chines are shown to represent commercial instruments, as

QM was the fastest among the three in the majority of

cases [16].

The results are presented in Figure 4. The black bar in

this plot provides the ideal time required for each routine,

which is calculated as

ideal = nshots
∑
i

(Tsequence,i + Trelaxation) (1)

where Tsequence,i is the duration of the whole pulse sequence

in the i-th point of the sweep, Trelaxation the time we wait for

the qubit to relax to its ground state between experiments,

nshots the number of shots in each experiment and the sum

runs over all points in the sweep. The ideal time denotes

how long the qubit is really used during an experiment and

provides the baseline for our benchmark. A description of

the experiments performed, along with some of the main

parameters used, is given in Appendix V A. Note also that

the code required to reproduce these experiments is avail-

able at [33].

Considering only the RFSoCs, we can see that the

RFSoC4x2 is always faster than the ZCU111 and the

ZCU216. On the other hand, comparing it also with Quan-

tum Machines, we can see that the Qibosoq-controlled

devices are faster in six out of the eight performed experi-

ments.

The key to explain the difference in speed between

the Qibosoq-controlled boards and the commercial instru-

ments can be found in the Ramsey detuned experiment

timings. This routine involves sweeping the relative phase

and the start time of a pulse, a feature not supported by

Qibolab. Therefore, the experiment is performed via the

execution of various pulse sequences that get generated

once at a time from the client. This translates itself in

a high number of communications between the client and

the device. In this regard, it is possible to note that the

RFSoCs present a much smaller overhead in the communi-

cation in respect to commercial instruments, partially be-

ing explained with being composed of a single device and

not with multiple synchronized modules. The communica-

tion overhead, including also any time required by the in-

strument to set up, approximately corresponds to the first

point of the plot presented in Figure 5, where the sequence

execution time is negligible with respect to the overhead

itself.

The only experiment where the RFSoCs are visibly

slower than the commercial systems is the resonator spec-

troscopy experiment that can be conducted with a real-

time sweeper, on hardware, for all the other considered

devices, while it’s currently not supported by Qibosoq and

by the standard Qick firmware as shown in Table I

On the other hand, also the Qubit spectroscopy experi-

ment, performed with a single real-time sweeper, is slower

for the RFSoCs than for Quantum Machines. It is difficult

to completely explain why this is the case, by looking only

at Figure 4. More clear, in this regard, is Figure 5.

In this figure, the results of a benchmark on the scal-

ing capability of sweepers (increasing the number of points

swept) and of circuits (increasing the number of circuits

executed) are presented. For the readout and drive fre-

quency, the experiment-template of resonator and qubit

spectroscopy was used, while for pulse amplitude and
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FIG. 4. Execution time of different qubit calibration routines on various electronics. On the left side we show the absolute times in
seconds for each experiment. On the right side we calculate the ratio between actual execution time and ideal (minimum) time the
qubit is affected. The ideal time corresponds to how long the qubit is really used during the experiment, the difference from ideal
and real time comes from software delays and communication latency.

length a Rabi-like experiment was performed. For the pulse

start, a standard T1 experiment was used and for the cir-

cuits a standard RB. The focus of this plot is, however,

the parameter swept (or the number of circuits executed)

and not the experiments themselves.

We can clearly see which sweepers are not implemented

with real-time sweepers (on the readout frequency and

on the pulse length), not considering the “Circuits” plot

that cannot logically being implemented with sweepers. By

looking at the “Drive frequency” plot we can get an idea

of the reason why the Qubit spectroscopy experiment ap-

peared “slow”. Initially, where the effective duration of the

experiment is given almost completely by the overhead, the

RFSoCs perform much better than the commercial sys-

tems. Increasing the number of swept values, however,

decreases the difference of duration between instruments,

with the commercial ones that even becomes slightly better

than the RFSoCs for many-points scans.

B. Calibration experiments

Alongside the presented speed benchmarks, we con-

ducted tests of Qibosoq on quantum hardware, connecting

the available boards to various single qubits, without flux

dependency, manufactured by TII (Technology Innovation

Institute) and a flux-tunable multi-qubit chip, by Quant-

Ware [34].

While performing a comprehensive quality benchmark is

challenging due to the numerous variables in calibration,

the RFSoC-based system demonstrated competitiveness

with commercial instruments. There is also evidence that

the direct RF synthesis [35], which avoids sidebands pro-

duced by IQ mixer up-conversion, generally yields higher

quality factors and signal-to-noise ratios.

Examples of the obtained results are shown in Figure 6.

The initial two plots feature the Xilinx RFSoC4x2 con-

nected to a single qubit within a 3D cavity. Achieving an

assignment fidelity of 0.95 and gate fidelities in agreement

with theoretical limitations [36] from the observed T1 and

T2 values, that in turn align with design parameters.

The third plot involves a multi-flux-tunable-qubit setup

controlled by the Xilinx ZCU216 RFSoC. This experiment
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FIG. 6. Examples of calibration experiments. In the first experiment, the relaxation and dephasing time of a single qubit are computed.
The second plot present a classification experiment from which an assignment fidelity of 0.95 was computed. In the last experiment,
the dependency of the 0-1 transition frequency to an applied bias was analyzed.

example aimed to investigate the correlation between the

0-1 transition frequency and a bias current.

IV. OUTLOOK

In this paper we have presented Qibosoq, an open-

source server-side software for RFSoC control electronics

through Qick. This setup simplifies operation of self-host

quantum hardware platforms through Qibo, a full-stack
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quantum computing middleware framework.

We have described the project structure with the major

features implemented in release 0.1.0. The software is at

the stage of allowing applications related to performance

benchmarks through arbitrary pulse control and physics ex-

periments based on the quantum circuit representation re-

spectively with the APIs of Qibolab and Qibo.

In the future releases of Qibosoq, we plan to extend

its capabilities to support multi-qubit configurations con-

trolled by synchronized RFSoC boards and test the frame-

work on novel quantum technologies such as trapped ions,

neutral atoms and photonics among others. On top of the

challenges related to physics and experimental setup, we

believe that Qibosoq accelerates development in the field

of control electronics, with particular emphasis on train-

ing of researchers by providing a full open-source base for

FPGA-based control electronics.

The Qibosoq module and all results can be reproduced

using the code at:

https://github.com/qiboteam/qibosoq.
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V. APPENDIX

A. Cross-platform benchmark

In this section we provide some more details on the ex-

periments performed for the performance benchmark pre-

sented in Section III A. A more detailed description of these

routines is given by [37, 38]. All these experiments were

repeated for 4096 shots. For spectroscopies, a relaxation

time of 5µs was used, while for the other experiments it

was set at 300µs. Relaxation time is the waiting time be-

tween consecutive shots to let the qubit relax back to the

ground state before the next shot is started.

Resonator spectroscopy: consists of a single-tone spec-

troscopy where a pulse is sent through the readout

line and acquired through the feedback line. The fre-

quency of the pulse is swept in a specific range, in
our case probing 20 or 100 different frequencies. In

the calibration of a 3D (2D) resonator, the ampli-

tudes acquired present a positive (negative) peak at

the resonance frequency of the resonator.

Qubit spectroscopy: consists of a two-tone spectroscopy

where a first pulse is sent to the drive line and a mea-

surement (a readout pulse and an acquisition) is per-

formed right after. The frequency of the drive pulse

is swept in a specific range. In the example used for

the benchmark, 300 frequencies were analyzed. As

per the resonator spectroscopy, the amplitude ac-

quired presents a peak for a specific frequency that,

in this case, will be used as the drive pulse frequency.

Rabi amplitude: first a drive pulse, at the frequency iden-

tified with qubit spectroscopy, is sent through the

drive line and a measurement is performed right af-

ter. The amplitude of the first pulse is swept in a

range composed of, in this case, 75 points. This

experiment is used to calibrate the amplitude of the

pi-pulse (Pauli-X gate) which rotates the qubits from

the |0⟩ state to |1⟩.

Ramsey detuned: a first pulse is sent through the drive

line. Then, after a delay, a new drive pulse is sent

with a delay dependent phase and finally a measure-

ment is performed. The delay between the two drive

pulses, and therefore the phase, are swept. This

experiment is used to fine tune the drive pulse fre-

quency.

T1 experiment: the qubit is excited using a calibrated pi-

pulse, then measured after a variable time. The char-

acteristic decay shown by this experiment is used to

measure the relaxation time T1 of the qubit.

T2 experiment: this experiment is almost identical to the

Ramsey detuned experiment, but no additional phase

is introduced in the second drive pulse. This enables

to compute the characteristic dephasing time T2.

Single shot classification: The qubit is first just mea-

sured at the initial |0⟩ state, and then excited and

measured in the |1⟩ state. The results are used to

calibrate the classification between measured states.

Standard RB: First, a certain number (iterations) of cir-

cuits composed of Clifford gates is randomly gener-

ated. These circuits are executed and an average

fidelity is computed. Then, new circuits are gener-

ated with increased depth and the procedure is re-

peated. The fidelity is supposed to decrease expo-

nentially with the number of gates per circuit, leading

to an estimation of the average error per gate.
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